Introduction
Content : to be written once the rest of the text is finalized
Background
Content : An overview of the current landscape of AI technologies and their socio-economic impact
Main messages : 
· Note positive impacts of AI to accelerate access to information and resources, create economic opportunities including for SMEs, and improve social outcomes
· Acknowledge the potential for misuse 
Artificial Intelligence (AI) is a general-purpose technology, that enables the simulation of human intelligence in machines, allowing them to perform tasks that typically require human intelligence, such as speech recognition, problem-solving, learning, and decision-making. While the term « Artificial Intelligence » has gained popularity in recent years, we must keep in mind that AI is a broad and diverse field, encompassing various subfields and approaches, such as machine learning, neural networks, natural language processing, and robotics, among others. For the purpose of its work, ICC uses the OECD’s definition of an AI system as a machine-based system that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments. Different AI systems vary in their levels of autonomy and adaptiveness after deployment.
The transformative impact of these technologies permeates every facet of modern life, reshaping economies, industries, and societies on a global scale. From the automation of routine tasks to the development of sophisticated algorithms capable of complex decision-making, AI has emerged as a cornerstone of innovation. Its ability to process vast amounts of data, identify patterns, and generate insights has revolutionized industries ranging from healthcare and finance to manufacturing and transportation. Moreover, AI technologies have expanded access to information and resources, bridging the digital divide and empowering individuals and communities worldwide. From online education platforms providing access to quality learning resources to AI-powered language translation tools breaking down language barriers, AI has accelerated the spread of knowledge and opportunities.
Yet, amidst the promise of AI-driven innovation, there exists a recognition of the potential risks and challenges associated with its widespread adoption. AI design, development, and deployment pose challenges, often surrounding the role of humans, transparency, and inclusivity. These risks, if left unaddressed, can impede innovation and progress, undermining the trust necessary for the adoption and use of AI technologies. Recent advances, and the overwhelming popularity of user-friendly generative AI, have exponentially amplified its power to spur both beneficial and harmful change. 
It is against this backdrop of immense promise and potential challenges that the imperative for robust AI governance emerges.
Principles for responsible AI
Content : Overview of existing guiding principles for the responsible development, deployment and use of AI technologies drawing on existing frameworks supported by business. These include :
· Multilateral: OECD, UNESCO, UNGA
· Regional/Plurilateral: G7, EU AI Act. Joint AI roadmap of the US-EU Trade and Technology Council
· National: U.S. White House Executive Order on AI, the U.S. NIST Risk Management Framework, the UK’s AI Principles
Guiding principles for responsible AI development, deployment and use provide a critical framework for ethical and sustainable governance. As AI continues to evolve, it is essential to strike a balance between realising its full potential for socioeconomic development, while ensuring that it aligns with globally shared values and principles that foster equality, transparency, accountability, fairness, reliability, privacy and a human-centric approach. Over the past decade, this has created an increasingly complex, multi-layered policy environment and a proliferation of policy and regulatory approaches, that is gaining rapid momentum, as the technology continues to speed ahead. These include:
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· Regional/Plurilateral: OECD, G7, EU AI Act, Council of Europe Framework Convention on AI and Human Rights, Joint AI roadmap of the US-EU Trade and Technology Council
· National: U.S. White House Executive Order on AI, the U.S. NIST Risk Management Framework, the UK’s AI Principles
In summary, the principles for responsible AI provide a comprehensive framework for ethical and sustainable AI governance, spanning multilateral, regional, and national initiatives. By adhering to these principles, governments, organizations, and stakeholders can foster trust, promote innovation, and harness the transformative potential of AI for the benefit of society.
Considerations on global AI governance
Content : Call for international and multistakeholder cooperation and set out a framework / guiding principles to enable such cooperation
Main messages :
· Need for international convergence on governance and standards, based on evidence and stakeholder input to avoid fragmentation of the policy space
· Policy frameworks should be human-centric and grounded in democratic values, risk-based and forward-looking
· Regulation should be risk-based, not prescriptive, to enable the benefits of AI for economic, societal, and environmental benefits
· Regulation should take into account different roles and responsibilities of various actors throughout the AI system’s entire lifecycle
Effective governance of AI requires international cooperation. A cohesive framework for such cooperation should prioritize convergence on governance standards to prevent fragmentation of the policy landscape. Policy frameworks must be rooted in democratic principles and designed to anticipate and address potential risks and challenges. A risk-based regulatory approach ensures that regulations are not overly prescriptive, enabling innovation while safeguarding against harmful outcomes. Additionally, policies should recognize the diverse roles and responsibilities of stakeholders throughout the AI lifecycle, from development to deployment and beyond.
We remain convinced that to be effectively implemented, governance frameworks need stakeholders’ buy-in that comes from grassroots, bottom-up approaches, instead of top-down, centrally mandated, oftentimes restrictive and rigid regulations. As businesses are at the forefront of AI development and deployment, their commitment is vital:
· Their engagement ensures that AI technologies are designed, deployed and utilized in ways that align with ethical considerations, human rights, and the welfare of society. 
· Their expertise is necessary to continuously shape implementation methods and help address practical challenges faced by organizations. 
· Their support reinforces accountability of  AI systems, fostering trust among stakeholders, including consumers and governments, who rely on businesses to act in the best interests of society.
Strong and continued business support enables widespread adoption and harmonization of responsible AI practices globally and the establishment of consistent standards, avoiding fragmented regulatory environments and promoting a shared vision of trustworthy AI. This is why ICC continues to engage in ongoing key multilateral policy discussions to guard against the risks of excessive policy fragmentation.
Policy priorities 
Content : Identify key policy areas that require attention to ensure the responsible development, deployment and use of AI
This section will ultimately include  policy topics for further development by ICC (data, security, sustainability, competition, IP, etc.), and feature relevant work by ICC policy commissions  to be updated on a rolling basis. For now, the chapeau text should be agreed.
Critical policy areas requiring attention include data governance, cybersecurity, sustainability, competition, and intellectual property rights. ICC stands poised to contribute expertise and resources to the development of robust policies in these domains. Through ongoing dialogue and collaboration ICC aims to identify emerging challenges and opportunities in the AI landscape, updating policy priorities on a continuous basis to ensure relevance and effectiveness.	Comment by SUTO Timea: ASK TO DRAFTING GROUP: please include potential policy areas that ICC might continue to address in the near future or contribute to existing initiatives elsewhere.
Industry best practices
Content : Provide case studies illustrating successful approaches to AI policy and governance in different contexts and highlight lessons learned and best practices that can inform future policy efforts
This section will ultimately include a continuously updated repository of single-company, association, coalition or multistakeholder projects and initiatives. For now, the chapeau text and categories should be agreed.
Industry and multistakeholder initiatives on AI policy and governance serve as valuable learning tools for policymakers and fellow industry stakeholders alike. These examples demonstrate the effectiveness of various approaches to addressing ethical, legal, and societal implications of AI technologies. By maintaining a dynamic repository of best practices, ICC fosters knowledge-sharing and encourages the adoption of responsible AI practices across diverse contexts and industries.	Comment by SUTO Timea: ASK TO DRAFTING GROUP: Please provide potential categories under which ICC could feature case studies and best practice examples. This section will not be branded or offer one particular solution / product, but rather offer examples on how a particular governance or policy challenge was addressed by a company or an initiative.


